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**Abstrak.** Penelitian ini dilakukan untuk membuat sistem pengenalan bahasa isyarat untuk mengenali gerakan bahasa isyarat pada sistem BISINDO. Bahasa isyarat merupakan metode berkomunikasi bagi penyandang tunarungu memahami dan menyampaikan informasi yang diterima menggunakan gerak tubuh. Dalam penelitian ini, penulis menggunakan metode CNN untuk melakukan proses pengenalan gerak. Selain itu, dalam merepresentasikan gerakan dari video menjadi satu gambar penulis menggunakan metode *Colored* MHI. Metode *Colored* MHI melakukan pengubahan warna yang dilakukan oleh MHI yang menggunakan skala abu-abu menjadi format warna RGB. Data didapatkan melalui pengambilan gambar video pada 15 subjek dengan 5 kelas gerakan dan menghasilkan total 450 data. Data video yang telah didapat dilakukan *cropping*, diekstraksi menjadi satu gambar dengan metode *Colored* MHI. Hasil pembuatan model CNN dengan data latih, diuji dengan data uji yang telah melalu tahap *Colored* MHI. Hasil penelitian ini menunjukkan metode CNN dan *Colored* MHI mendapat akurasi dan *loss* sebesar 0.8533 dan 0.4741.

**Kata Kunci:** *Convolutional Neural Network* (CNN), *Motion History Image* (MHI), Bahasa Isyarat, BISINDO.

1. **Pendahuluan**

Dalam berkomunikasi, bahasa menjadi perantara antara satu individu dengan individu lain dalam memahami satu sama lain. Bagi penyandang tunawicara menggunakan bahasa isyarat untuk berkomunikasi. Bahasa isyarat merupakan cara berkomunikasi menggunakan gerak tubuh, bibir, dan bukan suara. Kelompok utama yang menggunakan bahasa isyarat ini untuk berkomunikasi adalah dari kelompok penyandang tunarungu [1]. Bahasa Isyarat Indonesia (BISINDO) merupakan bahasa alami yang digunakan penyandang tunarungu dalam bahasa pergaulan sehari-hari [2]. Namun masyarakat awam kurang memahami dengan baik terkait sistem bahasa isyarat tersebut sehingga menjadi hambatan dalam berkomunikasi dengan penyandang tunawicara. Untuk mengatasi hal tersebut dibutuhkan solusi yang dapat mengidentifikasi arti dari setiap isyarat dari sistem yang ada. Perkembangan teknologi saat ini memungkinkan identifikasi tangkapan citra dapat dilakukan dengan lebih baik. Identifikasi tersebut dapat dilakukan dengan metode klasifikasi pada citra yang ditangkap. Citra digital merupakan barisan bilangan yang setiap bilangannya mewakili suatu bit [3].

Dalam melakukan klasifikasi pada citra terdapat metode yang dapat digunakan di antaranya metode *Convolutional Neural Network* (CNN). *Convolutional Neural Network* (CNN) merupakan metode yang memiliki arsitektur jaringan yang berjumlah hingga ratusan layer. Proses yang dilakukan CNN adalah dengan memproses citra melalui *network* layer sehingga menghasilkan *output* pada kelas tertentu. Setiap layer akan menggunakan *input* yang diberikan untuk menghasilkan *output* yang dapat digunakan pada layer selanjutnya. Pada awal *network*, fitur-fitur dihasilkan secara sederhana. Fitur-fitur tersebut dapat berupa warna, kecerahan (*brightness*), dan tepi (*edges*). Lalu, pada tahap selanjutnya *network* akan memberikan hasil fitur yang lebih kompleks [4].

Selain itu, untuk melakukan pengolahan video berupa gerakan bahasa isyarat sehingga mendapatkan satu gambar tunggal yang bisa diolah dapat menggunakan metode *Motion History Image* (MHI). *Motion History Image* (MHI) merupakan metode representasi gerakan dari gambar bergerak atau video dapat direpresentasikan dalam satu gambar yang berisi aliran gerakan serta bagian yang bergerak dalam satu video [5]. Pada penelitian penggunaan improvisasi dari MHI konvensional dengan melakukan representasi gambar hasil MHI pada RGB *channel* menunjukkan peningkatan akurasi dari 73.4% pada MHI konvensional menjadi 84% pada *Colored* MHI atau MHI improvisasi pada RGB *channel* [6]. Selain itu, pada penelitian mengenai pengenalan bahasa isyarat pada perangkat seluler menggunakan metode CNN menunjukkan hasil performa sebesar 95,13% dengan *success rate* sebesar 100% [7]. Sehingga dari beberapa penelitian tersebut, penelitian ini melakukan metode CNN dengan *Colored* MHI untuk dapat melakukan identifikasi pengenalan gerak bahasa isyarat.

1. **Metodologi Penelitian**



**Gambar. 1.** Alur penelitian diawali dari identifikasi masalah, studi pustaka, pengumpulan data, praproses data, perancangan CNN, pelatihan model, dan pengujian model.

* 1. **Pengumpulan Data**

Pengumpulan data didapatkan melalui tatap muka dengan jumlah subjek sebanyak 15 orang. Pada setiap subjek, data diambil dalam bentuk video berupa gerakan isyarat. Pengambilan video dilakukan dengan 3 sudut pengambilan video dan 2 ketinggian kamera. Dalam pengambilan video, resolusi yang digunakan pada pengambilan video ini sebesar 1920x1080 dengan jumlah *frame* per detiknya sebanyak 25 *frame*. Latar belakang diatur menggunakan kain putih untuk menyeragamkan setiap video.

Gerakan isyarat yang ditetapkan pada penelitian ini berjumlah 5 kelas gerakan, yaitu gerakan untuk kata ‘terima kasih’, ‘makan’, ‘minum’, ‘tidur’, dan ‘sama-sama’. Total data yang akan digunakan berjumlah 450 data video.

* 1. **Praproses Data**

Tahapan ini terdiri dari proses cropping video, proses perubahan data video menjadi citra tunggal menggunakan metode *Colored Motion History Image* (*Colored* MHI), dan tahap augmentasi data.

1. ***Cropping* Video**

Pada proses ini seluruh data video akan dipotong resolusinya menjadi ukuran yang sama dengan rasio 1:1 atau sebesar 1080x1080 *pixel*. Cropping digunakan untuk kebutuhan lapisan masukan dari CNN.

1. ***Colored Motion History Image***

Hasil dari MHI konvensional berupa gambar tunggal dengan skala abu-abu statis, dengan *pixel* yang menunjukkan gerak terbaru dengan skala abu-abu yang lebih cerah [8]. Pada persamaan (**1**) dapat menentukan hasil gambar dari MHI konvensional [5].

|  |  |
| --- | --- |
| $$H\_{τ} (x,y,t)=\left\{\begin{array}{c}τ, \&if Ψ\left(x,y,t\right)=1\\ max\left(0,H\_{t} \left(x,y,t-1\right)-δ \right), \&otherwise\end{array}\right.$$ | (**1**) |

 Hasil penerapan rumus persamaan di atas dapat diilustrasikan pada gambar 2.



**Gambar. 2.** Ilustrasi MHI konvensional sebelum (tiga gambar kiri) dan setelah (tiga gambar kanan) penerapan rumus MHI konvensional.

Pada penelitian ini menggunakan improvisasi MHI berupa perubahan representasi warna dengan *rainbow pseudo-color* atau *Rainbow*-MHI [6] serta perubahan representasi warna dengan RGB channel atau RGB-MHI [8] untuk menghasilkan model terbaik yang bisa didapatkan. Pada *Rainbow*-MHI [6] menggunakan representasi warna *rainbow pseudo-color* sesuai dengan gambar 3 dan hasil penerapannya terdapat pada gambar 4.



**Gambar. 3.** *Rainbow pseudo-colormap*.



**Gambar. 4.** Hasil penerapan *Rainbow*-MHI.

Pada RGB-MHI [8] menggunakan representasi RGB *channel* dengan membagi video menjadi 3 bagian, masing-masing bagian diubah menjadi gambar hasil MHI dan menjadi perwakilan dari ketiga nilai RGB *channel* yaitu merah, hijau, dan biru. Pada gambar 5 menunjukkan alur perubahan pada metode RGB-MHI.



**Gambar. 5.** Hasil penerapan *Rainbow*-MHI.

1. ***Augmentasi Data***

Demi memperbanyak variasi dalam data citra, maka diperlukan proses augmentasi data. Data augmentasi dapat membantu dalam peningkatan akurasi pada *deep learning* [4]. Augmentasi data merupakan teknik pengurangan *overfitting* melalui penambahan ukuran dari dataset dengan cara seminimum mungkin [9]. Operasi yang digunakan pada tahap ini berupa *scaling* dengan nilai skala pada sumbu x dan sumbu y antara 0.7 sampai 1.1, *translation* dengan nilai skala antara -10% sampai 10%, dan *rotation* dengan nilai skala antara -10° sampai 10°. Penggunaan tersebut akan diterapkan secara acak pada data.

Pada tahap ini, data yang akan diproses hanya data yang akan dilatih pada tahap pelatihan model. Data uji yang telah dibagi hanya akan melalui tahap *Colored* MHI. Setelah tahap ini, maka data akan diteruskan pada model yang akan dibuat.

* 1. **Perancangan CNN**

Pada tahapan ini, model CNN akan dirancang hingga dapat digunakan pada tahap pelatihan model. Arsitektur yang digunakan pada penelitian ini adalah arsitektur MobilenetV2. MobilenetV2 merupakan model *deep learning* yang didasari pada CNN [10]. Arsitektur MobilenetV2 [11] dapat diilustrasikan pada gambar 6 berikut.



**Gambar. 6.** Arsitektur MobilenetV2.

 Pada penelitian ini parameter yang akan ditetapkan sebagai parameter observasi yaitu pada ukuran *input* citra dan *batch size*. Ukuran *input* citra berupa nilai *pixel* *width* x *pixel height* dari gambar, dengan nilai *pixel width* samadengan *pixel height* karena memiliki rasio sebesar 1:1. Nilai *batch size* dengan nilai yang ditentukan merupakan nilai yang habis membagi total data yang akan dilatih. Pada penelitian ini ukuran *input* citra yang diobservasi berukuran 64, 96, 128, 160, 192, dan 224, yang berarti sebagai contoh citra dengan *input* 64 berarti gambar dengan ukuran 64x64 *pixel*. Selanjutnya, untuk ukuran *batch* yang akan diobservasi berukuran 16, 32, 64, 96, dan 120, yang berarti sebagai contoh citra dengan *batch size* berukuran 16 dapat habis membagi total data sebanyak 960 data. Berikut ringkasan arsitektur dari model yang digunakan dalam observasi pada penelitian ini yang ditampilkan pada gambar 7.



**Gambar. 7.** Ringkasan arsitektur model.

1. **Hasil dan Pembahasan**
	1. **Pelatihan Model**

Pada tahap ini, model akan dilatih menggunakan hasil proses augmentasi data di tahap praproses dengan total data sebanyak 1200 data gambar. Data ini terdiri dari 2 bagian yaitu data latih dan data validasi dengan ukuran sebesar 80% sebagai data latih dan 20% sebagai data validasi. Model akan dilatih menggunakan Adam *optimizer* sebagai *optimizer function* dan *categorical cross-entropy* sebagai *loss function*. Output metrik yang ditampilkan berupa *categorical accuracy* dan *loss value*. Seluruh skenario menggunakan *epoch* sebesar 100. Pada tabel 1—4 ditampilkan hasil akurasi dan *loss* pada tiap model berdasarkan skenario yang akan diobservasi berupa *batch size* dan ukuran *input* citra serta ekstraksi video menggunakan metode *Rainbow*-MHI dan RGB-MHI.

**Tabel 1.** Hasil pelatihan model menggunakan data *Rainbow*-MHI.

|  |  |
| --- | --- |
| *Batch Size* | Ukuran *Input* |
| 64 | 96 | 128 | 160 | 192 | 224 |
| 16 | *val loss**val acc* | 1.22680.7833 | 0.94260.8542 | 0.79680.8708 | 0.42870.8958 | 0.3310.9375 | 0.57790.875 |
| 32 | *val loss**val acc* | 0.9844 0.875 | 1.01190.8839 | 0.79010.875 | 0.49920.9062 | 0.36120.9419 | 0.25880.933 |
| 64 | *val loss**val acc* | 1.005 0.8594 | 1.16650.8125 | 0.92190.8698 | 0.69770.8958 | 0.36390.8958 | 0.83330.8802 |
| 96 | *val loss**val acc* | 1.5094 0.7917 | 1.02690.8594 | 0.96010.8646 | 0.46450.9010 | 0.75190.875 | 0.57490.9062 |
| 120 | *val loss**val acc* | 0.9230.8417 | 0.83630.875 | 0.92650.85 | 0.49610.9208 | 0.30570.9083 | 0.47670.8958 |

**Tabel 2.** Hasil pelatihan model menggunakan data metode RGB-MHI.

|  |  |
| --- | --- |
| *Batch Size* | Ukuran *Input* |
| 64 | 96 | 128 | 160 | 192 | 224 |
| 16 | val lossval acc | 0.76920.8583 | 1.08480.8625 | 0.470.9083 | 0.58210.9083 | 0.29770.925 | 0.3010.9458 |
| 32 | val loss val acc | 0.72920.8884 | 0.49340.9062 | 0.60610.8973 | 0.29530.9286 | 0.3540.942 | 0.34210.9241 |
| 64 | val loss val acc | 0.78970.875 | 0.77980.8802 | 0.3720.9115 | 0.53770.9219 | 0.42440.9219 | 0.31040.9323 |
| 96 | val loss val acc | 0.88480.8906 | 0.80730.8698 | 0.65830.901 | 0.38030.9219 | 0.1930.9427 | 0.38040.9219 |
| 120 | val loss val acc | 1.16870.8417 | 0.73740.8833 | 0.44320.9166 | 0.57130.8917 | 0.29470.95 | 0.31470.9458 |

**Tabel 3.** Hasil pelatihan model pada epoch terbaik menggunakan data *Rainbow*-MHI.

|  |  |
| --- | --- |
| *Batch Size* | Ukuran *Input* |
| 64 | 96 | 128 | 160 | 192 | 224 |
| 16 | val lossval accepoch | 0.62100.837533 | 0.51290.837530 | 0.51670.858331 | 0.35050.866749 | 0.29610.933382 | 0.42880.866731 |
| 32 | val lossval accepoch | 0.56530.857189 | 0.49610.812512 | 0.45270.866142 | 0.41550.888465 | 0.30280.928668 | 0.25820.93399 |
| 64 | val lossval accepoch | 0.52850.84964 | 0.66860.755217 | 0.54330.812522 | 0.31650.901047 | 0.26130.901062 | 0.49980.854213 |
| 96 | val lossval accepoch | 0.65750.791730 | 0.48490.864665 | 0.47800.859429 | 0.39870.890647 | 0.37760.864621 | 0.41740.87529 |
| 120 | val lossval accepoch | 0.63110.841790 | 0.50820.837535 | 0.51310.833317 | 0.41400.904242 | 0.25230.916748 | 0.42710.895844 |

**Tabel 4**. Hasil pelatihan model pada epoch terbaik menggunakan data RGB-MHI.

|  |  |
| --- | --- |
| *Batch Size* | Ukuran *Input* |
| 64 | 96 | 128 | 160 | 192 | 224 |
| 16 | val lossval accepoch | 0.69820.862582 | 0.51560.816740 | 0.29910.912557 | 0.34610.908339 | 0.23630.925069 | 0.24930.941765 |
| 32 | val lossval accepoch | 0.44920.870595 | 0.33350.892973 | 0.37140.892987 | 0.26320.924159 | 0.26240.915234 | 0.24050.924131 |
| 64 | val lossval accepoch | 0.53220.880233 | 0.32210.890632 | 0.33890.916856 | 0.38170.906227 | 0.33050.890620 | 0.25640.937539 |
| 96 | val lossval accepoch | 0.57150.875057 | 0.42880.843818 | 0.33260.875017 | 0.28170.885446 | 0.15380.958343 | 0.28440.916711 |
| 120 | val lossval accepoch | 0.72740.812530 | 0.52140.837516 | 0.33520.887516 | 0.37100.891727 | 0.23570.941751 | 0.24310.925020 |

Pada kedua metode RGB-MHI dan *Rainbow*-MHI dari tabel di atas dapat diketahui bahwa model dengan performa terbaik yang bisa diperoleh pada data dari metode RGB-MHI dengan konfigurasi *input* sebesar 192 dan *batch size* sebesar 96 di *epoch* ke-43. Model ini mendapatkan tingkat akurasi tertinggi sebesar 0.9583 dan mendapatkan tingkat *loss* yang rendah juga sebesar 0.1538.

* 1. **Pengujian Model**

Pada tahap pengujian, model akan divalidasi performanya menggunakan data uji. Data uji yang digunakan adalah data dari 5 subjek dengan total data sebanyak 150 data gambar yang tidak melalui tahap augmentasi. Performa akan dilihat berdasarkan nilai akurasi dan *loss* pada model setelah dilakukan *fit* pada data uji. Pada tabel 5—9 berikut menjelaskan hasil pengujian pada setiap model dalam skenario dengan metode ekstraksi video *Rainbow*-MHI dan RGB-MHI.

**Tabel 5.** Hasil pengujian model menggunakan data metode *Rainbow*-MHI.

|  |  |
| --- | --- |
| *Batch Size* | Ukuran *Input* |
| 64 | 96 | 128 | 160 | 192 | 224 |
| 16 | val lossval acc | 1.28090.72 | 1.02810.8267 | 0.96350.84 | 1.04970.8333 | 0.95370.8533 | 0.93580.8333 |
| 32 | val loss val acc | 1.29210.8266 | 1.45780.7867 | 0.94980.8733 | 1.07590.8333 | 0.95710.86 | 0.81580.86 |
| 64 | val loss val acc | 1.3090.8266 | 1.35930.8267 | 1.31240.8733 | 0.85080.8467 | 0.760.8466 | 0.81530.8266 |
| 96 | val loss val acc | 2.2020.7266 | 1.29220.8399 | 1.50600.8 | 0.97530.84 | 1.06290.84 | 1.05550.8266 |
| 120 | val loss val acc | 1.95740.7266 | 1.43370.78 | 1.56380.8267 | 0.91880.8199 | 1.17750.8066 | 0.80840.8266 |

**Tabel 6.** Hasil pengujian model menggunakan data metode RGB-MHI.

|  |  |
| --- | --- |
| *Batch Size* | Ukuran *Input* |
| 64 | 96 | 128 | 160 | 192 | 224 |
| 16 | val loss val acc | 1.37180.8067 | 1.24230.88 | 1.21350.8266 | 1.18620.88 | 1.77610.8133 | 1.01050.82 |
| 32 | val loss val acc | 1.24720.7933 | 1.62520.8067 | 1.60410.8266 | 0.83960.86 | 0.82520.84 | 0.97730.8733 |
| 64 | val loss val acc | 1.50.8 | 1.71180.8133 | 0.86080.8399 | 0.92280.8533 | 1.05370.8467 | 1.05340.82 |
| 96 | val loss val acc | 1.89730.7533 | 1.44970.82 | 1.080.8333 | 1.00170.8466 | 1.35880.8533 | 0.87980.8667 |
| 120 | val loss val acc | 1.85290.7733 | 1.75980.7799 | 1.05270.8333 | 1.43570.8067 | 1.07050.8667 | 1.27600.8133 |

**Tabel 7.** Hasil pengujian model di epoch terbaik menggunakan data metode *Rainbow*-MHI.

|  |  |
| --- | --- |
| *Batch Size* | Ukuran *Input* |
| 64 | 96 | 128 | 160 | 192 | 224 |
| 16 | val lossval accepoch | 1.01200.760033 | 0.81750.780030 | 0.61990.820031 | 0.77350.806749 | 0.84490.846782 | 0.67310.793331 |
| 32 | val lossval accepoch | 1.01080.786789 | 0.93350.760012 | 0.56570.813342 | 1.00900.780065 | 0.86330.846768 | 0.81600.853399 |
| 64 | val lossval accepoch | 0.96180.793364 | 1.06190.713317 | 0.51320.840022 | 0.83520.826728 | 0.47410.853362 | 0.74270.760013 |
| 96 | val lossval accepoch | 0.81850.740030 | 0.79770.860065 | 0.66540.793329 | 0.83450.786747 | 0.54130.793321 | 0.81900.820029 |
| 120 | val lossval accepoch | 1.05820.746790 | 1.19210.713335 | 0.92690.766617 | 0.59890.846742 | 1.05250.793348 | 0.74020.806744 |

**Tabel 8.** Hasil pengujian model di epoch terbaik menggunakan data metode RGB-MHI.

|  |  |
| --- | --- |
| *Batch Size* | Ukuran *Input* |
| 64 | 96 | 128 | 160 | 192 | 224 |
| 16 | val lossval accepoch | 1.29140.806782 | 0.71690.813340 | 0.62080.860057 | 0.86740.793339 | 1.28800.786769 | 0.75720.833365 |
| 32 | val lossval accepoch | 0.76980.793395 | 0.88510.793373 | 0.86760.820087 | 0.61450.880059 | 0.71110.826734 | 0.77290.860031 |
| 64 | val lossval accepoch | 1.11620.766733 | 1.30760.746732 | 0.73100.860056 | 0.70300.786727 | 0.66020.820020 | 0.92070.826739 |
| 96 | val lossval accepoch | 1.47500.733357 | 1.02000.773318 | 0.68030.846717 | 1.39660.773346 | 1.16840.826743 | 0.65040.793311 |
| 120 | val lossval accepoch | 1.01000.726730 | 1.57940.700016 | 0.65330.793316 | 1.04750.786727 | 0.89750.820051 | 0.92080.773320 |

Dari kedua metode RGB-MHI dan *Rainbow*-MHI, didapatkan bahwa data dari metode yang terbaik pada proses pengujian tidak sama dengan ketika pelatihan. Pada proses pengujian ini model terbaik didapatkan pada data dengan metode *Rainbow*-MHI serta menggunakan konfigurasi *input* sebesar 192 dan *batch size* sebesar 64.

1. **Simpulan dan Saran**
	1. **Simpulan**

Berdasarkan hasil penelitian dan pembahasan yang dilakukan penulis terkait sistem pengenalan bahasa isyarat dengan menggunakan metode *Colored Motion History Image* (*Colored* MHI) dan *Convolutional Neural Network* (CNN), dapat disimpulkan menjadi sebagai berikut:

1. Penerapan *Colored* MHI dan CNN digunakan untuk melakukan pengenalan bahasa isyarat dari video dapat dilakukan dengan tahapan yaitu, melakukan pengambilan data sebanyak 450 data video mencakup 5 gerakan bahasa isyarat, 15 subjek, 2 ketinggian kamera, dan 3 sudut pengambilan video. Kemudian, data video diubah menjadi gambar menggunakan 2 metode *Colored* MHI. Selanjutnya, pembagian pada data gambar yang didapatkan menjadi 5 subjek untuk proses pengujian dan 10 subjek untuk pelatihan. Dari data untuk proses pelatihan akan dilakukan augmentasi, hingga total data pelatihan sebanyak 1200 data. Data ini dibagi lagi sebesar 80% data latih dan 20% data validasi. Data latih hasil pembagian tersebut digunakan untuk dilatih pada CNN dengan arsitektur MobilenetV2.
2. Tingkat akurasi dan loss terbaik menggunakan metode CNN sebagai metode untuk mengenali gerakan bahasa isyarat dari video yang telah diubah menjadi gambar menggunakan *Colored* MHI mendapatkan nilai sebesar 0.9583 dan 0.1538 pada proses pelatihan serta sebesar 0.8533 dan 0.4741 pada proses pengujian. Model tersebut menggunakan metode CNN pada arsitektur MobilenetV2 dengan konfigurasi hyperparameter, yaitu pada input 64, 96, 128, 160, 192, dan 224, serta pada batch size 16, 32, 64, 96, dan 120 dengan epoch yang digunakan sebanyak 100 kali. Data video sebelumnya diubah menjadi data gambar tunggal dengan skala warna RGB channel dengan menggunakan metode *Colored* MHI yang digunakan model pada metode CNN untuk dikenali gerakan bahasa isyaratnya.
	1. **Saran**

Berdasarkan pembahasan yang dijelaskan, dapat diterapkan saran-saran berupa penambahan kelas yang akan diklasifikasi, menambah subjek data, menerapkan segmentasi pada data, menggunakan hyperparameter lain yang dapat digunakan, menerapkan implementasi pada perangkat *mobile*, dan meneliti terkait pengenalan bahasa isyarat secara *realtime*.
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